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Abstract—Stock investment is a demand-driven and 

demanding monetary practice. Hence, the study of stock 

forecasts or, more precisely, the forecasting of stock prices, 

plays an essential role in the stock market. Mistakes in 

forecasting share prices have a significant impact on global 

finance; thus, they require an effective method of predicting 

changes in share prices. Machine learning is one of the methods 

that can be used to predict the stock price. To predict the stock 

price of five companies in the telecommunications sector, Bakrie 

Telecom Tbk (BTEL), PT. XL Axiata Tbk (EXCL), PT. 

Smartfren Telecom Tbk (FREN), PT. Telekomunikasi 

Indonesia Tbl (TLKM), and PT. Indosat Tbk (ISAT), two 

algorithms are used to predict the stock prices, which are the 

Gaussian Process and SMOreg and train dataset from January 

1, 2017, to December 31, 2019. The result of this study is 

SMOreg has the best result than the Gaussian Process with an 

RMSE value of 0.00005, MAPE 1.88%, and MBE 0.00025. 
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SMOreg, Telecommunication Sector 

I. INTRODUCTION 

The stock is an investment that develops year after year in 
Indonesia; due to the number of transaction frequencies from 
the previous year, there is an increase [1]. According to [2], 
stock investment is an in-demand and challenging monetary 
activity, so the analysis of predictions or forecasting of stocks 
is more specifically the share price, playing an essential role 
in the stock market. The inaccuracy in predicting the stock 
price has a massive impact on global finance; therefore, it is 
necessary to evaluate risk management in predicting the stock 
value to make the right decisions. 

Because of stock market volatility, though, it is difficult to 
understand precisely the rule of changes in the stock market 
or how the share price shifts. So, this makes it hard for the 
government to effectively regulate the financial market at the 
right moment. Moreover, people usually rely on discretionary 
valuations to perform stock trading and ignore effective 
methods to assist in decision - making. The purpose of the 
research we did was to implement several machine learning 
algorithms to forecast stock price changes and then compare 
which algorithm has produced the best results. This is 
achieved so that equity traders or buyers have a guide for 
making stock market trades. 

II. LITERATURE REVIEW 

Some studies that have the same topic as this research are 
conducted by [4]  Where four deep learning architectures are 
used, that is,  MLP, RNN, LSTM, CNN to predict the share 
price based on existing stock history data from the company. 
The result is that CNN outperforms the other three deep 
learning algorithms in predicting stock prices. Furthermore, 
research conducted by  [5] that use  RNN in predicting the 
share price,  but before using Principle Component Analysis 
(PCA) to reduce the number of existing features. The result is 
that if you have used PCA and run RNN, then the predicted 
results are better. Research by [6] also related to the topic of 
predicting time-series data to compare Bayesian Forecasting 
and ARIMA in predicting time series data; the result is 
Bayesian Forecasting outperforms ARIMA in predicting time 
series data. 

Subsequently, the research conducted by [7] that use 
RNN-LSTM to predict future share prices produced 
satisfactory results by applying RNN-LSTM to forecast the 
two companies' shares. [8] Similar studies used ANN and 
Random Forest to forecast the trading price of shares on the 
next day for five companies, with ANN findings providing 
better predictive value than Random Forest. Furthermore, 
when [3] they propose a new method by combining methods 
or hybrid structures such as LSTM, PSO, EWT, ORELM, the 
consequence is that the proposed hybrid system has a better 
value than traditional methods. 

Another study with similar topics is also covered by [9] by 
making stock pricing forecasts or when to sell and buy shares 
of WTI crude oil utilizing vector regression, random forest, 
XGboost, light gradient boosting computer, neural networks, 
and genetic algorithm methods. XGBoost and LightGBM are, 
thus, models that deliver the best results from the many 
techniques used. They predict stock value movement based on 
past and present data using Fuzzy Time-Series-based models 
coupled with PLR and SVR. The result is that the Fuzzy Time 
- Series model is more sensitive than PLR and SVR in 
predicting stock movements and estimating when to make the 
right decision to sell or buy shares faster. 

Research conducted by [11] to model FRS and assess the 
sufficient interval length using the methods FTSF-DBN, 
FTSF-LSTM, and FTSF-SVM then compared them with 
literature papers from other scholars. As a result, FTSF-SVM 



is most effective in modeling FRS and determining the 
interval duration. [12] Similar research has also been 
conducted to predict stock market price shifts using Adaboost 
computing devices, XGboost, GBDT, decision tree, and 
public-opinion logistics regression. The consequence is that 
the GDBT algorithm is more accurate in predicting a 64.555 
% accuracy shift in stock value. [13] also conducted research 
that tried to forecast stock prices using the Fuzzy Time Series 
and coupled with the ICA Algorithm (Imperialist Competitive 
Algorithm) with the effects of the implementation of the 
Fuzzy Time Series alone produced good results. But if the 
results obtained are more robust when combined with the ICA 
algorithm, then. 

Research conducted by [14] to integrate adaptive network-
based fuzzy inference system (ANFIS) with an Empirical 
Model of Decomposition (EMD) in predicting the value of 
shares in the Taiwan Stock Exchange Capitalization Weighted 
Stock Index (TAIEX) and The Hang Seng Stock Index (HSI) 
showed that EMD-ANFIS was more significant than other 
research results utilizing different methods. Finally, the 
Shanghai Stock Exchange Composite Index and Nasdaq 
Composite Index, and S&P 500 Composite Stock Price Index 
are research carried out by [15] to predict the stock market 
value of indices using the architectural simulation of the 
Logistic Regression (LR) model and gradient boosted 
decision trees (GBDT) models in two different stock indices. 
The analysis of LR, GBDT, SVM, NN, and TPOT models 
with LR2GBDT on stock indices forecasts reveals better 
accuracy for LR2GBDT 

III. METHOD 

 In doing this research, we used two machine learning 
algorithms, namely Gaussian Process (GP) and SMOreg. We 
use these algorithms to predict stock price changes by 
comparing results after choosing which algorithm is best at 
predicting. For the implementation of these algorithms, we use 
Weka software version 3.8.4.  

 Fig. 1 is the flow of work that we have performed on 

this research. The research process begins by conducting 

literature reviews to look for subjects, types of companies, 

and algorithms. The business is a telecommunications 

company based in Indonesia. There are six firms in this 

market, but we only use five companies, since only one 

company is established in 2019 because the historical data is 

already low. Bakrie Telecom Tbk (BTEL), PT are the five 

companies. Axiata Tbk XL (EXCL), PT. Smartfren Telecom 

Tbk, PT. Telekomunikasi Indonesia (TLKM) and PT. Tbk 

Indosat (ISAT). The historical data set of share price data 

collected from January 1, 2017, to December 31, 2019. The 

dataset that we use is obtained from the Yahoo Finance 

website by extracting the historical data given. The dataset is 

still in HTML format, to be used in the training process, the 

dataset is converted to a CSV file. After that, we do the data-

cleaning process, then split the testing and check the data to 

70:30. Table I shows the size of the company based on the 

number of employees in each telecommunication sector 

company in Indonesia 

 The next step is that each dataset is evaluated using 

two algorithms, GP and SMOreg. The implications of 

forecasting the share price for the next ten days will be borne 

by each algorithm. The above is focused on the results of the 

analysis, which decides which algorithm is better suited to 

predict the share price. 

TABLE I.  . COMPANY SIZE IN TELECOMMUNICATION COMPANY 

No Code Company Size 

1. BTEL Bakrie Telecom 67 

2. TLKM Telkom 24.722 

3. ISAT Indosat 3.406 

4. EXCL Exel 1.616 

5. FREN Fren 2.713 

 

Fig. 1. Research flow of work that we have performed 

Note that the equation is centered using a center tab stop. 
Be sure that the symbols in your equation have been defined 
before or immediately following the equation. Use “(1)”, not  

IV. RESULT AND DISCUSSION 

After applying two algorithms to five 

telecommunications sector companies with historical data 

from January 1, 2017, to December 31, 2019, the prediction 

of share prices over the next ten days can be seen in examples 

in Fig. 2. In this picture, the scenario used compares the price 

of the existing stock that has been withdrawn with the 

anticipated share price. 
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Fig. 2. Ten days forecast result 

Fig.3 is a graph of the estimated value of the stock price 

and its original value using the Gaussian process. The graph’s 

findings and the illustration of one of the reference values in 

Table II show that both the forecast results and the market 

price have a value that can be assumed to be similar. With the 

lowest forecast difference of 0.0024 on December 15, 2019, 

the highest difference was 0.3461 on December 23, 2019.  

TABLE II.  FORECAST RESULT DATA EXAMPLE 

Date Forecast Original 

12/14/19 4.6075 4.55 

12/15/19 4.6303 4.64 

12/16/19 4.6576 4.66 

12/17/19 4.6635 4.61 

2 12/18/19 4.7001 4.58 

12/19/19 4.717 4.55 

12/20/19 4.7371 4.705 

12/21/19 4.7568 4.705 

12/22/19 4.7783 4.51 

12/23/19 4.8061 4.46 

 

Fig. 3. Forecast vs. Original stock price using Gaussian Process 

From Fig.3 on the Gaussian Process as well, it can 

be seen that the product of the Gaussian Process method 

against the TLKM stock has a nearly perfect graph as well as 

an EXCL graph. In addition, the findings of FREN and ISAT 

also indicate results that are similar to. The outcome is 

slightly different for BTEL. 

Fig. 4 is a comparison of the expected value of the 

share price and its original value utilizing SMOreg. The 

graph's findings and the illustration of one of the reference 

values in Table I indicate that the real predictive value is not 

very significant. There tends to be a difference from the map 

due to only ten days. Based on Fig. 4, it can be seen that 

TLKM and ISAT, as well as FREN and EXCL, have almost 

perfect graphics. BTEL also showed very similar results, but 

on the tenth day, there was a gap in results. 

 

Fig. 4. Forecast vs. Original stock price using SMOreg 

The comparative analysis of the Gaussian process 

and SMOreg reveals that SMOreg has the best results by 

having smaller RMSE, MAPE, and MBE values. Table III 

shows that the value of RMSE of all companies using 

SMOreg is the lowest value. Like MAPE, it can be 

demonstrated that SMOreg also has the lowest value. MBE 

also has a low value compared to the Gaussian process. Based 

on observations, the lowest values of RMSE, MAPE, and 

MBE are 0.00005, 1.88, and 0.0002 
 

 



TABLE III.  RMSE, MAPE, MBE COMPARATIVE ANALYSIS 

V. CONCLUSION 

Based on the calculation and comparative analysis, 

it can be concluded from this analysis that SMOreg has a 

higher and more precise value as it has the lowest values of 

0.00005, 1.88 and 0.00025 from the comparative values of 

RMSE, MAPE and MBE for the telecommunications 

companies using the Gaussian Method and SMOreg. 
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Company Gaussian Process SMOreg 
 

RMSE MAPE MBE RMSE MAPE MBE 

BTEL 0.00007 39.95% 0.00025 0.00005 23.01% 0.00025 

FREN 9.01867 7.48% 16.4078 7.43586 4.76% 15.91228 

ISAT 0.01362 5.17% 0.01861 0.0047 2.008% 0.01398 

EXCL 0.18403 4.61% 0.23886 0.16617 4.11% 0.21999 

TLKM 0.66623 2.34% 0.84403 0.52836 1.88% 0.71132 
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